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Abstract. In this paper, we establish first order gradient estimates for posi-

tive global solutions of the heat equation under closed Finsler-Ricci flow with

weighted Ricci curvature RicN bounded below, where N ∈ (n,∞). As an

application, we derive the corresponding Harnack inequality. Our results are

the generalizations and the supplements of the previous known related results.
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1. Introduction

In Riemannian geometry, gradient estimates for solutions of the heat equa-

tion have become very powerful tools in geometric analysis. They originated

from the pioneering work of P. Li and S.-T. Yau in [8]. After that, the gradient

estimates of the solutions of the heat equation have been studied extensively

and many important results have been obtained. Further, it is natural to con-

sider the heat equation together with Ricci flow as a system. The study of

system of the heat equation together with Ricci flow arose from R. Hamilton’s

paper [7]. The original idea in [7] was to investigate the Ricci flow combined

with the heat flow of harmonic maps. Later, the study of the heat equation
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together with Ricci flow was pursued in many works. For examples, S. Liu ob-

tained the first and the second order gradient estimates for positive solutions

of the heat equation under Ricci flow ( [10]). In addition, M. Bailesteanu, X.

Cao and A. Pulemotov considered a manifold M evolving under the Ricci flow

and establishes a series of gradient estimates for positive solutions of the heat

equation on M ( [2]).

In Finsler geometry, gradient estimates become more complicated because

the solutions of nonlinear heat equations lack higher-order regularity and Finsler

Laplacian is a nonlinear elliptic differential operator of the second order and

has no definition at the maximum point of the function. However, in spite

of these, some important and interesting progresses for gradient estimates on

Finsler manifolds have been made in recent years. In [12], Ohta and Sturm

derived a Li-Yau gradient estimate as well as parabolic Harnack inequalities

on compact Finsler manifolds, all of which depend on lower bounds for the

weighted Ricci curvature RicN . Furthermore, Q. Xia proved that the Li-Yau

gradient estimate and the Harnack inequalities still hold if Finsler measurable

space (M,F,m) admits a convex boundary ( [15]). On the other hand, there are

also a few studies on gradient estimates for positive solutions of the heat equa-

tion under Finsler-Ricci flow. Lakzian proved first order differential Harnack

estimates for positive solutions of the heat equation (in the sense of distri-

butions) under closed Finsler-Ricci flows with Ricci curvature bounds ( [9]).

Shortly afterwards, F. Zeng and Q. He generalized and corrected Lakzian’s re-

sults under some curvature constraints ( [16]). It should be point out that the

authors in both of [9] and [16] all assume that the non-Riemannian quantity

S-curvature vanishes. Recently, the first author established first order gradient

estimates and the corresponding Harnack inequality for positive solutions of

the heat equation under closed Finsler-Ricci flow with the condition that the

weighted Ricci curvature Ric∞ has a non-positive lower bound ( [5]). Different

from the assupmtions in [9] and [16], there is no any constraint condition about

S-curvature in [5].

In this paper, we will mainly derive first order gradient estimates for positive

global solutions of the nonlinear heat equation under closed Finsler-Ricci flow

with the condition that the weighted Ricci curvature RicN has a non-positive

lower bound, where N ∈ (n,∞). Then, we derive the corresponding Harnack

inequality. The researches in this paper can provide important support for

further discussions of the gradient estimates of the positive global solution

of the nonlinear heat equation under Finsler-Ricci flow. Our results are the

natural generalizations and the supplements of the previous known related

results. More precisely, we prove the following results.
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Theorem 1.1. Let (M,F (t),m)t∈[0,T ] be an n-dimensional closed Finsler-

Ricci flow equipped with a measure m on M and evolving by

∂gij
∂t

= −2Ricij . (1.1)

Suppose that there exist four constants K1, K2, K3, K4 ≥ 0 such that

−K1gy ≤ Ric(x, y, t) ≤ K2gy, RicN ≥ −K3, (1.2)

|DRic| ≤ K4, (1.3)

where N ∈ (n,∞), DRic denotes the covariant differential of Ricci curvature

tensor Ric.

Let u = u(x, t) be a positive global solution of the heat equation ∂tu(x, t) =

∆u(x, t) and µ := inf(x,y,t)∈TM×(0,T ]

{
S2(x,y,t)
F 2(x,y,t)

}
. Then for any (x, t) ∈ M ×

(0, T ], α > 1 and 0 < ε < 1, we have

F 2 (∇(log u)(x, t))− α∂t(log u)(x, t)

≤ Nα2

2(1− ε)t
+

Nα2

2(1− ε)

{
2(α− 1)

√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )

}
. (1.4)

Here, C1 := max{K2
1 ,K

2
2} and S(x, y, t) is the S-curvature of F (t).

From Theorem 1.1, we can derive the following Harnack type inequality.

Corollary 1.2. Under the same assumptions as in Theorem 1.1, the following

estimate holds: for any pair of points (x1, t1), (x2, t2) in M × (0, T ] such that

t1 < t2 and for any α > 1, 0 < ε < 1, we have

u(x1, t1) ≤ u(x2, t2)

(
t2
t1

) Nα
2(1−ε)

exp

{
α

4

∫ 1

0

F 2 (γ̇(s)) |τ(s)
t2 − t1

ds

+
(t2 − t1)Nα

2(1− ε)

[2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
]}

. (1.5)

Here, γ = γ(s) is a smooth curve joining x2 to x1 with γ(0) = x2 and γ(1) = x1,

and F (γ̇(s)) |τ(s) = F (γ(s), γ̇(s), τ(s)) is the length of the vector γ̇(s) at time

τ(s) = (1− s)t2 + st1.

The paper is organized as follows. In Section 2, we will give some necessary

definitions and notations. In Section 3, we will give some necessary and impor-

tant lemmas firstly. Then we will give the proofs of Theorem 1.1 and Corollary

1.2 in Section 3.
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2. Preliminaries

In this section, we will recall some necessary definitions and notations in

Finsler geomtry. For more details, we refer to [1, 3, 11–13].

Let (M,F ) be an n-dimensional smooth Finsler manifold. For any y ∈
TxM\{0}, F (x,−y) ̸= F (x, y) in general. The reversibility of F is defined by

ΛF := sup
y∈TM\{0}

F (x,−y)

F (x, y)
. (2.1)

Obviously, ΛF ≥ 1 and ΛF = 1 if and only if F is reversible. In our discussions,

we always assume that ΛF < ∞.

Let G = yi ∂
∂xi − 2Gi ∂

∂yi , where Gi = Gi(x, y) are defined by

Gi =
1

4
gil
{
∂gjl
∂xk

+
∂gkl
∂xj

− ∂gjk
∂xl

}
yjyk. (2.2)

The Riemann curvature Ry = Ri
k(x, y)dx

k ⊗ ∂
∂xi : TxM → TxM is defined by

( [1])

Ri
k(x, y) := 2

∂Gi

∂xk
− ∂2Gi

∂xj∂yk
yj + 2Gj ∂Gi

∂yj∂yk
− ∂Gi

∂yj
∂Gj

∂yk
. (2.3)

Further, the Ricci curvature Ric(y) is defined as the trace of Ry. In a local

coordinate system,

Ric(y) = Rk
k(x, y), y ∈ TxM \ {0}. (2.4)

The Ricci curvature tensor of a Finsler metric F is defined by

Ricij(x, y) :=

(
1

2
Ric

)
yiyj

(x, y). (2.5)

Usually, we denote Ricci curvature tensor by

Ric(x, y) = Ricij(x, y)dx
i ⊗ dxj . (2.6)

Let π : TM0 → M be the natural projective map, where TM0 := TM\{0}. π
pulls back TM to a vector bundle π∗TM over TM0. In other words, π∗TM |(x,y)
is just a copy of TxM . Similarly, we define the pull-back cotangent bundle

π∗T ∗M over TM0 whose fiber at (x, y) is a copy of T ∗
xM . Define

δ

δxi
:=

∂

∂xi
−N j

i

∂

∂yj
, N i

j :=
∂Gi

∂yj
. (2.7)

Then HTM := span
{

δ
δxi

}
is a well-defined subbundle of T (TM0) and is called

the horizontal tangent bundle of M . Furthermore, the vertical tangent bun-

dle of M is defined by V TM := span{ ∂
∂yi }. Thus we obtain a decomposi-

tion T (TM0) = HTM ⊕ V TM and we have a natural frame
{

δ
δxi , F

∂
∂yi

}
for

T (TM0) and its dual frame
{
dxi, δyi

F

}
for T ∗(TM0), where δy

i := dyi+N i
jdx

j .
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The vector bundle π∗TM over TM0 admits a unique linear connection, which

is called the Chern connection. The Chern connection D is determined by the

following equations

DV
XY −DV

Y X = [X,Y ], (2.8)

ZgV (X,Y ) = gV (D
V
ZX,Y ) + gV (X,DV

Z Y ) + 2CV (D
V
Z V,X, Y ) (2.9)

for V ∈ TM \ {0} and X,Y, Z ∈ TM , where

CV (X,Y, Z) := Cijk(x, V )XiY jZk =
1

4

∂3F 2(x, V )

∂V i∂V j∂V k
XiY jZk

is the Cartan tensor of F and DV
XY is the covariant derivative with respect

to the reference vector V ( [1, 3]). Torsion freeness (2.8) is equivalent to the

absence of dyk terms in Chern connection forms ωi
j , namely ωi

j = Γi
jk(x, V )dxk,

together with the symmetry Γi
jk(x, V ) = Γi

kj(x, V ).

Let T := T j
i

∂
∂xj ⊗ dxi be an arbitrary smooth local section of π∗TM ⊗

π∗T ∗M . Its covariant differential is ( [1])

DT := (DT )ji
∂

∂xj
⊗ dxi,

where

(DT )ji := dT j
i + T k

iω
j
k − T j

kω
k
i .

The (DT )ji are 1-forms on TM0. They can therefore be expanded in terms of

the natural basis
{
dxs, δys

F

}
:

(DT )ji = T j
i|sdx

s + T j
i;s

δys

F
, (2.10)

where

T j
i|s =

δT j
i

δxs
+ T k

iΓ
j
ks − T j

kΓ
k
is, (2.11)

T j
i;s = F

∂T j
i

∂ys
. (2.12)

On Finsler manifold (M,F ), the Legendre transformation L : TM → T ∗M

is defined by

L(y) :=
{

gy(y, ·), y ̸= 0,

0, y = 0.

It is known that F (x, y) = F ∗(x,L(y)) ( [13]).
Given a smooth function u on M , we define the gradient vector ∇u(x) of u

at x ∈ M by ∇u(x) := L−1 (du(x)) ∈ TxM . In a local coordinate system, we

can express ∇u as

∇u(x) =

{
gij(x,∇u) ∂u

∂xi
∂

∂xj , x ∈ Mu,

0, x ∈ M \Mu,
(2.13)

where Mu = {x ∈ M | du(x) ̸= 0}.
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Furthermore, the Hessian ∇2u of u is defined by

∇2u(X) := D∇u
X ∇u (2.14)

for any X ∈ TxM and x ∈ Mu ( [4, 11, 14]). In a local coordinate system, let

X = Xi ∂
∂xi . We have

D∇u
X ∇u =

{
∂(∇u)i

∂xj
+N i

j(x,∇u)

}
Xj ∂

∂xi
,

where (∇u)i := gij(x,∇u) ∂u
∂xj . From this, the components of ∇2u are given by(

∇2u
)i
j
=

∂(∇u)i

∂xj
+N i

j(x,∇u). (2.15)

Let (M,F,m) be a Finsler manifold equipped with a measure m on M. Write

the volume form dm of m as dm = σ(x)dx1dx2 · · · dxn. Define

τ(x, y) := ln

√
det (gij(x, y))

σ(x)
. (2.16)

We call τ the distortion of F . It is natural to study the rate of change of the

distortion along geodesics. For a vector y ∈ TxM\{0}, let σ = σ(t) be the

geodesic with σ(0) = x and σ̇(0) = y. Set

S(x, y) :=
d

dt
[τ(σ(t), σ̇(t))] |t=0. (2.17)

S is called the S-curvature of F ( [3, 13]).

We decompose the volume form dm of m as dm = eΦdx1dx2 · · · dxn. Then

the divergence of a differentiable vector field V on M is defined by

divmV :=
∂V i

∂xi
+ V i ∂Φ

∂xi
, V = V i ∂

∂xi
. (2.18)

One can also define divmV in the weak form by following divergence formula:∫
M

ϕ divmV dm = −
∫
M

dϕ(V ) dm (2.19)

for all ϕ ∈ C∞
c (M), where C∞

c (M) denotes the set of C∞-functions on M with

compact support.

Now we define the Finsler Laplacian ∆u of u ∈ H1
loc(M) by

∆u := divm(∇u). (2.20)

Equivalently, we can define Laplacian ∆u on the whole M in the weak sense

by ∫
M

ϕ ∆u dm := −
∫
M

dϕ(∇u)dm (2.21)

for all ϕ ∈ C∞
c (M).

The following result is important for our discussions.
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Lemma 2.1. ( [13] [14]) On Mu = {x ∈ M | ∇u(x) ̸= 0}, we have

∆u =
∑
a

D2u (ea, ea)− S(∇u) = trg∇u
∇2u− S(∇u), (2.22)

where D2u (ea, ea) := g∇u(∇2u(ea), ea) and e1, . . . , en is a local g∇u-orthonor-

mal frame on Mu.

For any v ∈ TxM\{0}, the weighted Ricci curvature of (M,F,m) is defined

by 

Ricn(v) :=

{
Ric(v) + Ṡ(x, v) if S(x, v) = 0,

−∞ if S(x, v) ̸= 0,

RicN (v) := Ric(v) + Ṡ(x, v)− S2(x, v)

N − n
,

Ric∞(v) := Ric(v) + Ṡ(x, v).

(2.23)

Here, N ∈ R \ {n}. For K ∈ R, we say that RicN ≥ K means that RicN (v) ≥
KF 2(x, v) for all v ∈ TxM and any x ∈ M .

We say that an L2-continuous function u = u(x, t) in H1
0 (M) is a global

solution of the nonlinear heat equation ∂tu(x, t) = ∆u(x, t) on (M,F (t),m), if

u = u(x, t) satisfies the following ( [11]):

(1) u ∈ L2
(
[0, T ],H1

0 (M)
)
∩H1

(
[0, T ],H−1(M)

)
;

(2) For any ϕ ∈ C∞
c (M) and almost all t ∈ [0, T ], we have∫
M

ϕ · ∂tudm = −
∫
M

dϕ (∇u) dm.

Here we remark that u ∈ L2
(
[0, T ],H1

0 (M)
)
∩H1

(
[0, T ], H−1(M)

)
implies that

u ∈ C
(
[0, T ], L2(M)

)
(also see [6]).

We summarize the existence and regularity of heat flow from [11] as the

following

Lemma 2.2. ( [11,12], existence and regularity)

(1) For each u0 ∈ H1
0 (M) and T > 0, there exists a unique global solution

u = u(x, t) to the heat equation on M × [0, T ], and the distributional

Laplacian ∆u(x, t) is absolutely continuous with respect to m for all

t ∈ (0, T ).

(2) One can take the continuous version of a global solution u = u(x, t) such

that u ∈ H2
loc(M) ∩ C1,β(M × [0, T ]). Furthermore, the distributional

time derivative ∂tu lies in H1
loc(M) ∩ C(M). Here, 0 ≤ β < 1.

3. Proofs of main results

Let (M,F (t),m)t∈[0,T ] be an n-dimensional Finsler-Ricci flow equipped with

a measure m on M for each t ∈ [0, T ] and evolving by

∂gij
∂t

= −2Ricij . (3.1)
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In order to prove the main results in this paper, we first introduce some neces-

sary lemmas that we will need later.

Lemma 3.1. ( [9]) Let (M,F (t),m)t∈[0,T ] be an n-dimensional Finsler-Ricci

flow. Then for any smooth function f on M × [0, T ], we have

∂t
[
F 2(∇f)

]
= 2gij(df) [∂tf ]i fj + 2Ricij(df)fifj

= 2d (∂tf) (∇f) + 2Ric(∇f) (3.2)

on Mf . Here, fi :=
∂f
∂xi and Ricij := girgjsRicrs.

Let u = u(x, t) in H1
0 (M) be a positive global solution of the nonlinear

heat equation ∂tu(x, t) = ∆u(x, t) on (M,F (t),m). In the what follows, the

Laplacian and gradient vectors are all determined with respect to V := ∇u and

are valid on Mu := {x ∈ M | ∇u(x) ̸= 0}.
Let f(x, t) := log u(x, t). By Lemma 2.2, we have f(x, t) ∈ H2

loc(M) ∩
C1,β(M × [0, T ]). Then, we have g∇f = g∇u on Mu and

∂tf = e−f∂tu, ∇f = e−f∇u, ∆f = e−f∆u− F 2(∇f).

Hence the heat equation for u implies

∂tf = ∆f + F 2(∇f). (3.3)

Let σ(x, t) := t∂tf(x, t) and

F(x, t) := t
{
F 2(∇f(x, t))− α∂tf(x, t)

}
= tF 2(∇f(x, t))− ασ(x, t). (3.4)

Lemma 3.2. ( [5]) In the sense of distributions, σ(x, t) satisfies the following

parabolic differential equality,

∆∇fσ − ∂tσ +
σ

t
+ 2dσ(∇f)

= t

{
−2Ric(∇f)− 2Ricij(∇f)fij − 2fj

∂

∂xi

[
Ricij(∇f)

]}
. (3.5)

Here, fij :=
∂2f

∂xi∂xj .

From Lemma 3.2 and (2.23), we can derive a parabolic partial differential

inequality for F . For more details, also see Lemma 3.3 and (3.10) in [5].

Lemma 3.3. ( [5]) In the sense of distributions, F(x, t) satisfies

∆∇fF + 2dF(∇f)− ∂tF +
F
t
= B (3.6)

where

B = α

(
2tRicij(∇f)fij + 2tRicij|i (∇f) fj + 2t

fj
F (∇f)

Ricij;k (∇f)
(
∇2f

)k
i

)
+ 2t(α− 1)Ric(∇f) + 2tRicN (∇f) + 2t

S(∇f)2

N − n
+ 2t

∥∥∇2f
∥∥2
HS(∇f)

(3.7)
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for any N ∈ (n,∞), where
∥∥∇2u

∥∥2
HS(∇u)

denotes the Hilbert-Schmidt norm

with respect to g∇u.

We must say that (3.7) is the starting point for the proof of Theorem 1.1.

Now we are in the position to give a proof of Theorem 1.1.

Proof of Theorem 1.1. We choose a local orthonormal frame with respect to

g∇u at any x ∈ Mu, such that the Chern connection coefficients Γi
jk(∇u) = 0

for all i, j, k. Then we have

Ricij(∇f) = Ricij(∇f), trg∇u
∇2f =

n∑
i=1

fii = ∆f + S(∇f), (3.8)

∣∣∇2f
∣∣2
HS(∇f)

=

n∑
i,j=1

f2
ij ≥

1

n

(
n∑

i=1

fii

)2

=
1

n
(∆f + S(∇f))

2
. (3.9)

Firstly, for any a, b ∈ R and λ > 0, the inequality

(√
λ

λ+1a+
√

λ+1
λ b

)2

≥ 0

implies

(a+ b)2 ≥ 1

λ+ 1
a2 − 1

λ
b2.

By taking a = ∆f , b = S(∇f) and λ = (N − n)/n, we get

1

n
(∆f + S(∇f))

2 ≥ (∆f)
2

N
− S2(∇f)

N − n
. (3.10)

Note that (3.10) is very important for our estimates which will be used in the

following.

On the other hand, by Young’s inequality, we have

|αRicij(∇f)fij | ≤
n∑

i,j=1

α2

2ε
(Ricij(∇f))

2
+

n∑
i,j=1

ε

2
f2
ij .

By our assumptions, Ricij(∇f)2 ≤ C1gij(∇f)2, where C1 := max{K2
1 ,K

2
2}.

Then we have
n∑

i,j=1

(Ricij(∇f))
2 ≤ nC1,

from which, we obtain

|αRicij(∇f)fij | ≤
nα2

2ε
C1 +

ε

2

n∑
i,j=1

f2
ij .

Hence, we get

2tαRicij(∇f)fij ≥ − tnα2

ε
C1 − tε

n∑
i,j=1

f2
ij . (3.11)
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Similarly, we have the following:

2tαRicij|i(∇f)fj ≥ −t

n∑
j=1

α2

ε

(
Ricij|i(∇f)

)2
−t

n∑
j=1

εf2
j ≥ − tα2

ε
K2

4−tεF 2(∇f),

(3.12)

2tα
fj

F (∇f)
Ricij;k (∇f)

(
∇2f

)k
i

≥ −t
n∑

i,k=1

α2

ε

(
fj

F (∇f)
Ricij;k(∇f)

)2

− t
n∑

i,k=1

ε
[
(∇2f)ki

]2
≥ − tα2

ε
K2

4 − tε

n∑
i,j=1

f2
ij . (3.13)

Then, substituting (3.11) - (3.13) into (3.7) and by (3.9), we can get

B ≥ −t[2(α− 1)
√

C1 + 2K3 + ε]F 2(∇f) +
2tS2(∇f)

N − n

− tα2

ε

(
nC1 + 2K2

4

)
+ 2t(1− ε)

n∑
i,j=1

f2
ij

≥ −t[2(α− 1)
√

C1 + 2K3 + ε]F 2(∇f) +
2tS2(∇f)

N − n

− tα2

ε

(
nC1 + 2K2

4

)
+ 2t(1− ε)× 1

n
(∆f + S(∇f))

2
.

Further, by (3.6) and (3.10),

∆∇fF + 2dF(∇f)− ∂tF +
F
t

≥ −t
[
2(α− 1)

√
C1 + 2K3 + ε

]
F 2(∇f) +

2εtS2(∇f)

N − n

− tα2

ε

(
nC1 + 2K2

4

)
+

2t(1− ε)

N
(∆f)2

≥ −t

[
2(α− 1)

√
C1 + 2K3 +

(
1− 2µ

N − n

)
ε

]
F 2(∇f)

− tα2

ε

(
nC1 + 2K2

4

)
+

2t(1− ε)

N
(∆f)2

≥ −t

[
2(α− 1)

√
C1 + 2K3 +

∣∣1− 2µ

N − n

∣∣ε]F 2(∇f)

− tα2

ε

(
nC1 + 2K2

4

)
+

2t(1− ε)

N
(∆f)2. (3.14)

From (3.3), we get

∆f = ∂tf − F 2(∇f) = − 1

α

(
F
t
+ (α− 1)F 2(∇f)

)
.
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Let η(x, t) := tF 2(∇f)
F(x,t) , and then F 2(∇f) = F

t η. If η(x, t) ≤ 0 for some

(x, t) ∈ M × (0, T ], then F(x, t) ≤ 0 and (1.4) holds obviously. Hence we can

always assume that η(x, t) ≥ 0. In this case, we have the following

∆f = − [1 + (α− 1)η]
F
αt

. (3.15)

Furthermore, by (3.14) and (3.15), we have

∆∇fF + 2dF(∇f)− ∂tF

≥ 2(1− ε)

Nα2t
[1 + (α− 1)η]

2 F2 −
{[

2(α− 1)
√

C1 + 2K3 +
∣∣1− 2µ

N − n

∣∣ε]η +
1

t

}
F

− tα2

ε

(
nC1 + 2K2

4

)
:= G(x, t). (3.16)

Now, fix arbitrarily a value t ∈ (0, T ]. Because (M,F (t),m) is a closed

Finsler manifold for each t ∈ [0, T ], we can assume that F takes its maximum

at some point (x0, t0) ∈ M × [0, t]. Since the assertion (1.4) is obvious if

F (x0, t0) ≤ 0, we can assume that F (x0, t0) > 0 and hence 0 < t0 ≤ t. In

this case, if G (x0, t0) > 0, we have G > 0 on a neighborhood of (x0, t0). Then,

because of (3.16), on such a neighborhood F is a strict sub-solution to the

linear parabolic operator

∆∇fF + 2dF(∇f)− ∂tF .

Therefore F (x0, t0) is strictly less than the supremum of F on the boundary of

a parabolic cylinder [t0 − δ, t0]× B+
M (x0, δ) for sufficiently small δ > 0, where

B+
M (x0, δ) := {x ∈ M |dF (x0, x) < δ}. In particular, F cannot be maximal

at (x0, t0). This is a contradiction. Thus we conclude that G (x0, t0) ≤ 0.

Therefore, at (x0, t0), we have

2(1− ε)

Nα2t0
[1 + (α− 1)η]

2 F2 −
{[

2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ

N − n

∣∣ε]η +
1

t0

}
F

− α2t0
ε

(
nC1 + 2K2

4

)
≤ 0. (3.17)

Let

A :=
2(1− ε)

Nα2t0
[1 + (α− 1)η]

2
,

B :=
[
2(α− 1)

√
C1 + 2K3 +

∣∣1− 2µ

N − n

∣∣ε]η +
1

t0
,

C :=
α2t0
ε

(
nC1 + 2K2

4

)
.

Obviously, A, B, C ≥ 0 for any 0 < ε < 1. Note that 1 + (α− 1)η ≥ 0 for any

α > 1. Solving F from the quadratic inequality (3.17) of F and by inequality
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√
a2 + b2 ≤ a+ b for any a, b ≥ 0, we have

0 < F(x0, t0) ≤
1

2A

(
B +

√
B2 + 4AC

)
≤ 1

A

(
B +

√
AC
)

=
Nα2t0

2(1− ε) [1 + (α− 1)η]
2

{[
2(α− 1)

√
C1 + 2K3 +

∣∣1− 2µ

N − n

∣∣ε]η
+

1

t0
+ [1 + (α− 1)η]

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}
. (3.18)

By inequality a+ b ≥ 2
√
ab for any a, b ≥ 0, we have

η

(1 + (α− 1)η)2
≤ 1

4(α− 1)
.

Note that
1

(1 + (α− 1)η)2
≤ 1

1 + (α− 1)η
≤ 1.

Substituting above inequalities into (3.18) yields

F(x0, t0) ≤ Nα2

2(1− ε)
+

Nα2t0
2(1− ε)

{2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}
. (3.19)

Then, because of t ≥ t0, we get the following

F(x, t) ≤ F(x0, t0)

≤ Nα2

2(1− ε)
+

Nα2t

2(1− ε)

{2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}
.

Finally, we conclude that the following inequality holds for any (x, t) ∈
M × (0, T ] and α > 1, 0 < ε < 1:

F 2 (∇(log u)(x, t))− α∂t(log u)(x, t)

≤ Nα2

2(1− ε)t
+

Nα2

2(1− ε)

{2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}
. (3.20)

This completes the proof of Theorem 1.1. □

Integrating the gradient estimate in space-time as in [8], we can prove the

Harnack type inequality given in Corollary 1.2 from Theorem 1.1.



Gradient Estimates for Positive Global Solutions of Heat Equation 13

Proof of Corollary 1.2. Take any curve γ satisfying the assumption and set

l(s) := log u(γ(s), τ(s)) = f(γ(s), τ(s)), τ(s) := (1− s)t2 + st1.

Then l(0) = f(x2, t2), l(1) = f(x1, t1). By a direct computation, we have

l(1)− l(0) = f(x1, t1)− f(x2, t2) =

∫ 1

0

d

ds
(f(γ(s), τ(s))) ds

=

∫ 1

0

{ ∂f

∂xm
(γ(s), τ(s))γ̇m(s) + ∂tf(γ(s), τ(s))(t1 − t2)

}
ds

=

∫ 1

0

(t2 − t1)

(
df(γ̇(s))

t2 − t1
− ∂tf(γ(s), τ(s))

)
ds

≤
∫ 1

0

(t2 − t1)

{
F (γ̇(s))F (∇f)

t2 − t1
− ∂tf(γ(s), τ(s))

}
ds.

By (1.4), we have

−∂tf(γ(s), τ(s)) ≤
Nα

2(1− ε)τ(s)
+

Nα

2(1− ε)

{2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}
− 1

α
F 2 (∇f) .

Then we have the following

f(x1, t1)− f(x2, t2) ≤
∫ 1

0

(t2 − t1)

{
F (γ̇(s))F (∇f)

t2 − t1
− F 2(∇f)

α
+

Nα

2(1− ε)τ(s)

}
ds

+
(t2 − t1)Nα

2(1− ε)

{2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}

≤
∫ 1

0

{
α

4

F 2 (γ̇(s)) |τ(s)
t2 − t1

+
(t2 − t1)Nα

2(1− ε)τ(s)

}
ds

+
(t2 − t1)Nα

2(1− ε)

{2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
}
,

where we have used the following inequality

F (γ̇(s))

t2 − t1
F (∇f)− 1

α
F 2(∇f) ≤ α

4

F 2(γ̇(s))

(t2 − t1)2
.
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Furthermore, we have the following

log

(
u(x1, t1)

u(x2, t2)

)
≤ α

4

∫ 1

0

F 2 (γ̇(s)) |τ(s)
t2 − t1

ds+
Nα

2(1− ε)
log

(
t2
t1

)
+

(t2 − t1)Nα

2(1− ε)

{
2(α− 1)

√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )

}
.

Thus, we can get the following

u(x1, t1) ≤ u(x2, t2)

(
t2
t1

) Nα
2(1−ε)

exp

{
α

4

∫ 1

0

F 2 (γ̇(s)) |τ(s)
t2 − t1

ds

+
(t2 − t1)Nα

2(1− ε)

[2(α− 1)
√
C1 + 2K3 +

∣∣1− 2µ
N−n

∣∣ε
4(α− 1)

+

√
2(1− ε)

Nε
(nC1 + 2K2

4 )
]}

,

which is just (1.5). This completes the proof of Corollary 1.2. □

Remark 3.4. In [5], the first author established first order gradient estimates

and the corresponding Harnack inequality for positive solutions of the heat

equation under closed Finsler-Ricci flow with the condition that the weighted

Ricci curvature Ric∞ has a non-positive lower bound. However, the main

results in [5] can not be obtained from the corresponding results in the present

paper by letting N → ∞.
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